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{n atentia: Domnului Ministru Alexandru Florin Rogobete

Subiect: Propunere de politica publica bazata pe dovezi:

Fond sectorial pentru co-creare si tranzitie echitabild in contextul utilizarii Inteligentei
Artificiale (IA) in sanatate

Stimate domnule ministru,

Federatia , Solidaritatea Sanitara” din Roméania (FSSR) va inainteaza prezenta adresé pentru
initierea unui demers de dialog social si reglementare, cu caracter preventiv, privind
utilizarea si impactul Inteligentei Artificiale (1A) in sistemul public de sanatate.

Desi subiectul pare, la prima vedere, ,de viitor”, Strategia Nationald tn domeniul Inteligentei
Artificiale 2024-2027 (adoptata prin H.G. nr. 832/2024) include explicit dezvoltarea de
aplicatii 1A care vor utiliza date din sistemele de dosar electronic de sanatate si din
programele de sanatate publica, ceea ce face oportuna pregatirea cadrului de protectie Si
tranzitie pentru personalul din sandtate incé din faza de proiectare si achizitie a acestor
solutii. [8,9]

Propunerea FSSR porneste de la doud constatari sustinute de literatura de
specialitate:

1. 1A va modifica semnificativ continutul muncii in sanatate (rearanjarea sarcinilor,
automatizarea unor functii, aparitia de roluri noi si cerinte de competente), cu riscuri
reale de disruptie a unor activitati si de presiune asupra categoriilor profesionale.
[1,2,16]

2. O parte importantad a performantei sistemelor IA este obtinuta prin invatare din date si
decizii generate in practica curentd (inclusiv documentatie clinica, imagistica,
protocoale, codari, triere, audituri), adicd din munca profesionistilor. Exemplele
internationale arata ca utilizarea datelor din sénatate pentru dezvoltarea de produse 1A
ridica mize juridice si economice substantiale. [10,11]

in acest context, FSSR propune constituirea unui Fond sectorial pentru co-creare si
tranzitie echitabild (denumit in continuare ,,Fondul”), ca instrument de politica public si



de dialog social, care sa recunoasca rolul profesionistilor ca, ,co-creatori functionali” ai IA
si s& asigure mecanisme de compensare/finantare pentru tranzitia profesionala in situatia
diminuérii sau disparitiei unor activitati/locuri de munca.

Fondul ar urma sa fie finantat printr-o contributie (cotd-parte) datorata de
furnizorii/detin&torii si/sau utilizatorii comerciali ai solutiilor IA implementate in sédnatate (in
special sistemele de tip ,high-risk” din perspectiva reglementarilor UE), stabilita prin act
normativ, cu administrare transparenta si distributie a resurselor decisa prin acord comun
Ministerul S&dnatatii - federatiile reprezentative din sector. [5,6,7]

Solicitam, in concret:

e Constituirea, prin ordin al ministrului, a unui grup de lucru MS - CNAS - ANSPDCP -
federatii sindicale reprezentative (si, dupa caz, organizatii patronale), pentru elaborarea
Acordului general privind utilizarea si impactul IA in sénatate si a arhitecturii Fondului.

e Agrearea, in cadrul dialogului social, a principiilor de: transparenta, evaluare de impact
asupra muncii (ex ante/ex post), formare profesionald finantata, protectia datelor si a
drepturilor lucratorilor, precum si a mecanismelor de contributie la Fond.

e Initierea includerii prevederilor-cadru in viitorul Contract Colectiv de Munca la nivel de
sector Sanatate si detalierea ulterioard prin acte normative (in mésura in care sunt
necesare pentru instituirea contributiei si a guvernantei fondului).

Anexdm Documentatia de argumentare (propunere de politicad publica bazata pe dovezi),
care include sinteza studiilor relevante, exemple de demersuri similare si o schita de
implementare.

V4 rugdm sa ne comunicati, in termenul legal, disponibilitatea pentru o intalnire de lucru si
desemnarea reprezentantilor MS in grupul de lucru.

Cu consideratie,

Manager, Fa

Rotila Viorel /



DOCUMENTATIE DE ARGUMENTARE
Propunere de politica publica bazata pe dovezi

Rezumat executiv

Problema publica Adoptarea accelerata a |IA in sanatate va schimba rolurile
profesionale si distributia sarcinilor, Exista riscuri de
disruptie, tensiuni de personal si inechitate (inclusiv pe
criterii de gen) daca tranzitia nu e guvernata prin dialog
social. [1,2,16]

De ce acum Romania are in vigoare o Strategie Nationala |A 2024-2027
care prevede aplicatii IA bazate pe date din sdnatate; cadrele
UE (Al Act, Data Act/DGA) ridica standarde de guvernanta si
oportunitati de mecanisme de echitate. [5,6,8,12,13]

Obiectiv Crearea unui cadru sectorial care (a) recunoaste contributia
profesionistilor la ,co-crearea” IA, (b) finanteaza formarea si
(c) ofera protectie/compensare pentru tranzitia profesionala
cand anumite activitati sunt automatizate.

Instrument propus Fond sectorial finantat prin contributie/ legata de furnizarea
si/sau utilizarea comercialda a solutiilor IA in sanatate.
Corelat cu evaluari de impact, planuri de competente si
clauze in CCM sectorial.

Guvernanta Comisie paritara MS - federatii reprezentative sanatate, cu
transparenta, audit si criterii de distributie negociate.

Rezultat urmarit (pe Reducerea rezistentei la schimbare, tranzitii profesionale

termen mediu) gestionate si echitabile, protectia profesionistilor, cresterea
competentelor digitale/IA, utilizarea IA ca instrument de
completare si nu de substituire neta a muncii.

1. Context si definirea problemei

IA este introdusa rapid in sanatate pentru triere, documentare, decizie clinica asistata,
management de resurse si automatizarea sarcinilor administrative. OECD avertizeaza ca,
pe langa beneficiile potentiale, IA poate produce disruptii ale fortei de munca prin
schimbarea rolurilor si automatizarea unor functii. [1] In paralel, creste cererea de
competente digitale si IATn ocupatiile din sanatate, ceea ce accentueaza nevoia de formare
si de guvernanta a tranzitiei. [2]

in Romania, Strategia Nationala in domeniul IA 2024-2027, adoptata prin H.G. nr. 832/2024,
prevede initiative ce utilizeaza date din sanatate (inclusiv din dosarul electronic) pentru
dezvoltarea de aplicatii IA, ceea ce face probabild intensificarea achizitiilor si
implementarilor de solutii IATn sector. [8,9]



2. Dovezi si invataminte relevante

2.1 Efecte asupra muncii si competentelor

Rapoartele OECD evidentiaza ca IA poate reduce incarcarea pe sarcini repetitive, dar poate
si redistribui responsabilitatea si creste nevoia de competente noi; riscul de disruptie este
real, iar politicile trebuie s4 combine inovarea cu masuri de protectie pentru personal. [1,2]

Date din sondaje profesionale indicd o crestere rapidd a utilizarii instrumentelor IA in
practica medicala (inclusiv pentru documentare si automatizarea poverii administrative),
ceea ce sugereaza ca schimbarea continutului muncii este deja in curs i necesita reguli
clare siformare. [17]

2.2 De ce dialogul social si negocierea colectiva conteaza

Organizatia Internationald a Muncii (ILO) si OECD subliniaz& rolul dialogului social si al
negocierii colective in guvernarea |A la locul de munca, inclusiv pentru implicarea
reprezentantilor lucratorilor, formare, transparenta si mecanisme de echitate. [3,15]

Acordul-cadru european al partenerilor sociali privind digitalizarea (2020) oferd un
precedent de instrument de tip ,acord general” asupra digitalizarii, cu componente de
competente, organizarea muncii si implicarea lucratorilor. [4]

2.3 Date, valoare economica si contributia profesionistilor

Solutiile IA din sanatate depind de date si de decizii/etichete/protocoale generate in
practica clinica. Disputele si investigatiile privind partajarea datelor medicale pentru
dezvoltarea de produse IA (de exemplu cazul Royal Free NHS - DeepMind) arata atét
sensibilitatea juridica, cat si valoarea economica a acestor date. [10,11]

In alte sectoare au aparut modele de benefit-sharing pentru utilizarea
creatiilor/performantelor in sisteme I|A (de exemplu, acorduri sindicale ce cer
consimtamant si compensatie pentru replici digitale). Acestea sunt utile ca analogie
institutionala pentru discutia despre echitate si distributia valorii create prin IA. [18,19]

2.4 Cadrul european si national relevant

La nivel UE, Al Act introduce cerinte pentru sisteme IA cu risc ridicat, inclusiv masuri de
supraveghere umana si guvernanta a riscurilor. [5,7] in paralel, Data Governance Act si Data
Act urmaresc cresterea increderii si a echitatii in economia datelor, inclusiv distribuirea
valorii datelor intre stakeholderi. [6,12,13] La nivel international, OMS/WHO a publicat
ghiduri privind etica si guvernanta IA in sdnatate (inclusiv pentru modele generative),
subliniind cerinte de siguranta, responsabilitate si protectie a drepturilor. [22,23] in plan
profesional, organizatii medicale au elaborat principii pentru implementarea IA in sanatate,
inclusiv asupra riscurilor pentru relatia medic-pacient si productivitate. [24]



3. Obiective de politica publica

Obiectiv general: Guvernarea echitabila a adoptarii IA Tn sanatate, astfel incat IA sa
completeze munca si sa sustind calitatea serviciilor, fard a crea pierderi nete
necompensate pentru profesionisti.

Obiective specifice: (i) mecanisme de participare si transparenta la implementarea IA;
(i) finantarea formarii si reconversiei; (iii) protectie/compensatie pentru tranzitia
profesionala cand anumite activitati sunt automatizate; (iv) reguli de guvernantd a
datelor si responsabilitatii.

4. Optiuni de interventie

Optiune Descriere Limite/riscuri

0O0: Status quo Masuri ad-hoc la nivel de Risc mare de fragmentare,
unitate; fara instrument lipsd de predictibilitate si
sectorial dedicat. conflict social.

O1: Reguli + formare, fard Acord general + clauze CCM Nu raspunde problemei de

Fond

02: Reguli + Fond sectorial
(recomandat)

03: Taxa
automatizare

generala pe

privind consultare, evaludri
de impact si programe de
formare.

Acord general + clauze CCM

+ Fond finantat prin
contributie 1A; include
formare si mecanisme de

tranzitie/compensatie.
Instrument fiscal la nivel
national (robot/automation
tax) cu destinatie generala
pentru protectie sociala.

distributie a valorii si nici
riscului de pierderi nete
pentru profesionisti.
Necesita design juridic atent
(definirea bazei de
contributie, evitarea
descurajarii inovarii, criterii
clare).

in afara controlului
sectorului; implementare
politica dificila; nu acopera
specificul sanatatii.

5. Propunerea recomandata (02): Fond sectorial pentru co-creare si tranzitie echitabila

5.1 Principii

e Recunoasterea contributiei profesionistilor la performanta IA prin munca si datele
generate in activitatea curenta (in limitele legii si ale confidentialitatii).

e |A ca instrument de completare a muncii; reducerea costurilor administrative si
cresterea calitatii actului medical, fara substituiri nete neplanificate.

e ,3C”: consimtamant (unde e aplicabil), control (guvernantd) si compensatie/benefit-
sharing pentru tranzitie, prin dialog social.

e Transparenta, auditabilitate si criterii clare de distribuire.

5.2 Surse de finantare (schita)

Fondul ar fi alimentat printr-o contributie asociata furnizarii si/sau utilizarii comerciale a
solutiilor IATn sanatate, in special pentru solutiile incadrate ca risc ridicat si/sau utilizate pe
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scara larga (de exemplu prin achizitii publice, abonamente/licente, servicii cloud). Baza de
calcul poate utiliza valori contractuale (achizitii/licente), volume de utilizare sau o
combinatie, cu praguri pentru a evita sarcini excesive asupra inovatorilor mici.

5.3 Beneficiari si tipuri de sprijin

e Formare certificata In competente digitale/IA si reorganizarea fluxurilor de lucru (inclusiv
timp de formare platit).

e Programe de reconversie si mobilitate interna.

e Masuri compensatorii pentru pierderea unor venituri asociate activitatilor automatizate
si/sau pentru perioade de tranzitie.

e Granturi pentru implicarea profesionistilor in evaluarea, testarea si imbunatatirea
sistemelor IA (audit clinic, comisii de siguranta).

5.4 Guvernanta si operare (schita)

Fondul este administrat paritar (MS - federatii reprezentative), pe baza unui regulament
negociat, cu indicatori de performanta, publicarea anuala a veniturilor si cheltuielilor, audit
independent si reguli stricte de prevenire a conflictelor de interese.

6. Implementare: pasi recomandati

3. Etapa 1 (0-3 luni): constituirea grupului de lucru; inventarierea tipologiilor de |A
utilizate/procurate; definirea termenilor (furnizor, detinator, utilizator/deployer) si a
metodologiei de evaluare a impactului asupra muncii.

4. Etapa 2 (3-6 luni): negocierea si semnarea Acordului general privind utilizarea si
impactul |A in sanatate (principii, obligatii de consultare, evaluari de impact,
transparenta, formare, schita Fondului).

5. Etapa 3 (6-12 luni): includerea prevederilor-cadru in CCM sectorial; elaborarea
proiectului de act normativ pentru instituirea contributiei si a Fondului (acolo unde este
necesar).

6. Etapa 4 (pilot 12-24 luni): implementare pilot in domenii cu adoptie rapida, cu evaluare
anuala.

7. Analiza riscurilor si ,avocatul diavolului” (posibile obiectii si raspunsuri)

»In sdnitate, IA va completa, nu va inlocui. De ce e nevoie de un Fond?”

Chiar daca augmentarea este scenariul dominant, redistribuirea sarcinilor si automatizarea
unor activitati (mai ales administrative) pot produce pierderi de venituri/rol si necesita
formare. Fondul finanteaza tranzitia si reduce conflictul, ceea ce poate accelera adoptarea
responsabila.

»O contributie/levy descurajeaza inovarea si creste costurile.”

Design-ul poate include praguri, cote mici si scutiri pentru proiecte pilot/IMM-uri, orientand
contributia catre solutii comercializate la scara. Alternativ, contributia poate fi integrata in
conditiile de achizitie publica.



»Este greu de masurat cat din munca oamenilor a fost folosita la antrenare.”

Propunerea nu cere cuantificarea individuala a contributiei la training; foloseste o logica de
sector: datele si munca din sistem alimenteaza ecosistemul IA, iar beneficiile trebuie
impartite printr-un mecanism colectiv.

»EXista riscuri juridice (fiscalitate, competitie, GDPR).”

De aceea se propune o etapa de design juridic Tn grupul de lucru, aliniata la cadrul UE si la
legislatia nationald; Fondul poate functiona cu guvernantad care evitd folosirea datelor
personale si se concentreaza pe finantare si tranzitie profesionala.

ANEXA 1. Matricea dovezilor (selectie)

Tema Constatari relevante Sursa

Impact asupra fortei de IA poate produce disruptii [1]

munca ale rolurilor si necesita
echilibru fintre inovare si
garantii pentru personal.

Competente Creste cererea de [2]
competente digitale/IA in
ocupatiile din  sanatate;
necesita formare.

Dialog social Dialogul social poate orienta [3,15]
IA  catre utilizari care
completeaza munca Si
protejeaza conditile de
munca.

Cadru de digitalizare (social Precedent european de [4]

partners) acord-cadru pentru
digitalizare (competente,
organizarea muncii,
implicare).

Reglementare UE Al Act impune cerinte pentru [5,7]

IA cu risc ridicat, inclusiv
supraveghere umana.
Echitatea 1n economia Data Act urmareste alocarea [12]
datelor echitabila a valorii datelor
intre stakeholderi.

Incredere  in  partajarea DGA creeaza cadru de [6]

datelor incredere pentru partajarea
voluntara a datelor.
Romaénia - strategie IA SN-IA 2024-2027 (HG [8,9]

832/2024) include initiative



ce utilizeazd date din
sanatate.

Valoarea datelor medicale Cazul Royal Free - DeepMind [10,11]

indica nevoia de guvernanta
si ghidaj pentru folosirea
datelor medicale in produse
IA.

Ghiduri etice/guvernanta WHO publica ghiduri pentru [22,23]

etica si guvernanta |A 1n
sanatate, inclusiv pentru
modele generative.

Principii profesionale Organizatii profesionale [24]
medicale formuleaza
principii si conditii pentru
implementarea IA in
sanatate.

Modele de compensatie Acorduri sindicale cer [18,19]

(analogie) consimtamant si
compensatie pentru replici
digitale/IA.

Riscuri de inechitate ILO arata ca IA poate afecta [16]
disproportionat ocupatii
dominate de femei
(transformarea sarcinilor

administrative).

ANEXA 2. Exemple de demersuri similare (selectie)

Initiative de tip ,data dividend” (distribuirea valorii generate de date catre cei care
contribuie la economie). [20]

Propuneri de taxe pe automatizare/robot tax ca instrument de finantare a tranzitiei
lucratorilor. [21]

Acorduri sindicale in industrii creative privind consimtamant, control si compensatie
pentru utilizarea replicilor digitale/IA. [18,19]

Studii si baze de date privind clauze de negociere colectivd pe |IA si management
algoritmic in Europa. [14]
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