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Artificiale (IA) în sănătate

Stimate domnule ministru,

Federația „Solidaritatea Sanitară” din România (FSSR) vă înaintează prezenta adresă pentru
inițierea unui demers de dialog social și reglementare, cu caracter preventiv, privind
utilizarea și impactul InteligențeiArtificiale (IA) în sistemul public de sănătate.

Deși subiectul pare, Ia prima vedere, „de viitor", Strategia Națională în domeniul Inteligentei
Artificiale 2024-2027 (adoptată prin H.G. nr. 832/2024) include explicit dezvoltarea de
aplicații IA care vor utiliza date din sistemele de dosar electronic de sănătate și din
programele de sănătate publică, ceea ce face oportună pregătirea cadrului de protecție și
tranziție pentru personalul din sănătate încă din faza de proiectare și achiziție a acestor
soluții. [8,9]

Propunerea FSSR pornește de Ia două constatări susținute de literatura de
specialitate:

1.

2.

IA va modifica semnificativ conținutul muncii în sănătate (rearanjarea sarcinilor,

automatizarea unor funcții, apariția de roluri noi și cerințe de competențe), cu riscuri
reale de disrupție a unor activități și de presiune asupra categoriilor profesionale.

O parte importantă a performanței sistemelor IA este obținută prin învățaredin date și
decizii generate în practica curentă (inclusiv documentație clinică, imagistică,

protocoale, codări, triere, audituri), adică din munca profesioniștilor. Exemplele
internaționale arată că utilizarea datelor din sănătate pentru dezvoltarea de produse IA

ridică mize juridice și economice substanțiale. [1 1]

In acest context, FSSR propune constituirea unui Fond sectorial pentru co-creare și
tranziție echitabilă (denumit în continuare „Fondul"), ca instrument de politică publică și
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de dialog social, care să recunoască rolul profesioniștilor ca, „co-creatori funcționali” ai IA

și să asigure mecanisme de compensare/finanțare pentru tranziția profesională în situația
diminuării sau dispariției unor activități/locuri de muncă.

Fondul ar urma să fie finanțat printr-o contribuție (cotă-parte) datorată de

furnizorii/deținătorii și/sau utilizatorii comerciali ai soluțiilor IA implementate în sănătate (în

special sistemele de tip „high-risk” din perspectiva reglementărilor UE), stabilită prin act

normativ, cu administrare transparentă și distribuție a resurselor decisă prin acord comun
Ministerul Sănătății - federațiile reprezentative din sector. [5,6, 7]

Solicităm, în concret:

Constituirea, prin ordin al ministrului, a unui grup de lucru MS - CNAS - ANSPDCP -

federații sindicale reprezentative (și, după caz, organizații patronale), pentru elaborarea

Acordului general privind utilizarea și impactul IA în sănătate și a arhitecturii Fondului.

Agrearea, în cadrul dialogului social, a principiilor de: transparență, evaluare de impact

asupra muncii (ex ante/ex post), formare profesională finanțată, protecția datelor și a

drepturilor lucrătorilor, precum și a mecanismelor de contribuție Ia Fond.

Inițierea includerii prevederilor-cadru în viitorul Contract Colectiv de Muncă Ia nivel de

sector Sănătate și detalierea ulterioară prin acte normative (în măsura în care sunt

necesare pentru instituirea contribuției și a guvernanței fondului).

Anexăm Documentația de argumentare (propunere de politică publică bazată pe dovezi),

care include sinteza studiilor relevante, exemple de demersuri similare și o schiță de

implementare.

Vă rugăm să ne comunicați, în termenul legal, disponibilitatea pentru o întâlnire de lucru și

desemnarea reprezentanților MS în grupul de lucru.

Cu considerație,

Manager,

Rotilă Viorel
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DOCUMENTAȚIE DE ARGUMENTARE
Propunere de politică publică bazată pe dovezi

Rezumat executiv

Problema publică

De ce acum

Obiectiv

Instrument propus

Guvernanță

Rezultat urmărit

termen mediu)
(pe

Adoptarea accelerată a IA în sănătate va schimba rolurile
profesionale și distribuția sarcinilor, Există riscuri de
disrupție, tensiuni de personal și inechitate (inclusiv pe
criterii de gen) dacă tranziția nu e guvernată prin dialog

social. [1 6]

România are în vigoare o Strategie Națională IA 2024-2027

care prevede aplicații IA bazate pe date din sănătate; cadrele
UE (Al Act, Data Act/DGA) ridică standarde de guvernanță și
oportunități de mecanisme de echitate. 12, 13]

Crearea unui cadru sectorial care (a) recunoaște contribuția
profesioniștilor Ia „co-crearea”IA, (b) finanțează formarea și
(c) oferă protecție/compensare pentru tranziția profesională
când anumite activități sunt automatizate.
Fond sectorial finanțat prin contribuție/ legată de furnizarea
și/sau utilizarea comercială a soluțiilor IA în sănătate.
Corelat cu evaluări de impact, planuri de competențe și
clauze în CCM sectorial.

Comisie paritară MS - federații reprezentative sănătate, cu
transparentă, audit și criterii de distribuție negociate.
Reducerea rezistenței Ia schimbare, tranziții profesionale
gestionate și echitabile, protecția profesioniștilor, creșterea
competențelor digitale/lA, utilizarea IA ca instrument de
completare și nu de substituire netă a muncii.

1. Context și definirea problemei

IA este introdusă rapid în sănătate pentru triere, documentare, decizie clinică asistată,

management de resurse și automatizarea sarcinilor administrative. OECD avertizează că,
pe lângă beneficiile potențiale, IA poate produce disrupții ale forței de muncă prin

[1] În paralel, crește cererea deschimbarea rolurilor și automatizarea unor funcții,

competențe digitale și IA în ocupațiile din sănătate, ceea ce accentuează nevoia de formare
și de guvernanță a tranziției. [2]

ÎnRomânia, Strategia Națională în domeniul IA 2024-2027, adoptată prin H.G. nr. 832/2024,
prevede inițiative ce utilizează date din sănătate (inclusiv din dosarul electronic) pentru

dezvoltarea de aplicații IA, ceea ce face probabilă intensificarea achizițiilor și
implementărilor de soluții IA în sector. [8,9]
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2. Dovezi și învățăminte relevante

2.1 Efecte asupra muncii și competențelor

Rapoartele OECD evidențiază că IA poate reduce încărcarea pe sarcini repetitive, dar poate

și redistribui responsabilitatea și crește nevoia de competențe noi; riscul de disrupție este
real, iar politicile trebuie să combine inovarea cu măsuri de protecție pentru personal. [1 , 2]

Date din sondaje profesionale indică o creștere rapidă a utilizării instrumentelor IA în
practica medicală (inclusiv pentru documentare și automatizarea poverii administrative),

ceea ce sugerează că schimbarea conținutului muncii este deja în curs și necesită reguli
clare și formare. [1 7]

2.2 De ce dialogul social și negocierea colectivă contează

Organizația Internațională a Muncii (ILO) și OECD subliniază rolul dialogului social și al

negocierii colective În guvernarea IA Ia locul de muncă, inclusiv pentru implicarea

reprezentanților lucrătorilor, formare, transparență și mecanisme de echitate. [3, 1 5]

Acordul-cadru european al partenerilor sociali privind digitalizarea (2020) oferă un

precedent de instrument de tip „acord general” asupra digitalizării, cu componente de

competențe, organizarea muncii și implicarea lucrătorilor. [4]

2.3 Date, valoare economică și contribuția profesioniștilor

Soluțiile IA din sănătate depind de date și de decizii/etichete/protocoale generate în
practica clinică. Disputele și investigațiile privind partajarea datelor medicale pentru

dezvoltarea de produse IA (de exemplu cazul Royal Free NHS - DeepMind) arată atât

sensibilitatea juridică, cât și valoarea economică a acestor date. [1 0,11]

În alte sectoare au apărut modele de benefit-sharing pentru utilizarea
creațiilor/performanțelor în sisteme IA (de exemplu, acorduri sindicale ce cer
consimțământ și compensație pentru replici digitale). Acestea sunt utile ca analogie

instituțională pentru discuția despre echitate și distribuția valorii create prin IA. [1 8,1 9]

2.4 Cadrul european și național relevant

La nivel UE, Al Act introduce cerințe pentru sisteme IA cu risc ridicat, inclusiv măsuri de

supraveghere umană și guvernanță a riscurilor. [5,7] Înparalel, Data Governance Act și Data

Act urmăresc creșterea încrederii și a echității în economia datelor, inclusiv distribuirea

valorii datelor între stakeholderi. [6,1 2,13] La nivel internațional, OMS/WHO a publicat

ghiduri privind etica și guvernanța IA în sănătate (inclusiv pentru modele generative),
subliniind cerințe de siguranță, responsabilitate și protecție a drepturilor. [22,23] Înplan
profesional, organizații medicale au elaborat principii pentru implementarea IA în sănătate,
inclusiv asupra riscurilor pentru relația medic-pacient și productivitate. [24]

4



3. Obiective de politică publică

Obiectiv general: Guvernarea echitabilă a adoptării IA în sănătate, astfel încât IA să
completeze munca și să susțină calitatea serviciilor, fără a crea pierderi nete

necompensate pentru profesioniști.

Obiective specifice: (i) mecanisme de participare și transparență Ia implementarea IA;
(ii) finanțarea formării și reconversiei; (iii) protecție/compensație pentru tranziția
profesională când anumite activități sunt automatizate; (iv) reguli de guvernanță a
datelor și responsabilității.

4. Opțiuni de intervenție

Opțiune

00: Status quo

Ol: Reguli + formare,

Fond

fără

02: Reguli + Fond sectorial

Descriere

Măsuri ad-hoc Ia nivel de
unitate; fără instrument
sectorial dedicat.
Acord general + clauze CCM
privind consultare, evaluări

de impact și programe de
formare.

Acord general + clauze CCM
Fond finanțat prin

contribuție IA; include
formare și mecanisme de
tranziție/compensație.

Instrument fiscal Ia nivel

național (robot/automation
tax) cu destinație generală

pentru protecție socială.

Limite/riscuri

Risc mare de fragmentare,

lipsă de predictibilitate și

conflict social.

Nu răspunde problemei de
distribuție a valorii și nici

riscului de pierderi nete

pentru profesioniști.
Necesită design juridic atent

(recomandat)

03: Taxă generală

automatizare

(definirea
contribuție,

bazei de
evitarea

pe

descurajării inovării, criterii
clare).

În afara controlului

sectorului; implementare
politică dificilă; nu acoperă
specificul sănătății.

5. Propunerea recomandată (02): Fond sectorial pentru co-creare și tranziție echitabilă

5.1 Principii

Recunoașterea contribuției profesioniștilor Ia performanța IA prin munca și datele
generate în activitatea curentă (în limitele legii și ale confidențialității).
IA ca instrument de completare a muncii; reducerea costurilor administrative și
creșterea calității actului medical, fără substituiri nete neplanificate.

„3C”: consimțământ (unde e aplicabil), control (guvernanță) și compensație/benefit-

sharing pentru tranziție, prin dialog social.
Transparență, auditabilitate și criterii clare de distribuire.

5.2 Surse de finanțare (schiță)

Fondul ar fi alimentat printr-o contribuție asociată furnizării și/sau utilizării comerciale a

soluțiilor IA în sănătate, în special pentru soluțiile încadrate ca risc ridicat și/sau utilizate pe
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scară largă (de exemplu prin achiziții publice, abonamente/licențe, servicii cloud). Baza de

calcul poate utiliza valori contractuale (achiziții/licențe), volume de utilizare sau o

combinație, cu praguri pentru a evita sarcini excesive asupra inovatorilor mici.

5.3 Beneficiari și tipuri de sprijin

• Formare certificată în competențe digitale/lA și reorganizarea fluxurilor de lucru (inclusiv
timp de formare plătit).

Programe de reconversie și mobilitate internă.

Măsuri compensatorii pentru pierderea unor venituri asociate activităților automatizate
și/sau pentru perioade de tranziție.
Granturi pentru implicarea profesioniștilor în evaluarea, testarea și îmbunătățirea
sistemelor IA (audit clinic, comisii de siguranță).

5.4 Guvernanță și operare (schiță)

Fondul este administrat paritar (MS - federații reprezentative), pe baza unui regulament
negociat, cu indicatori de performanță, publicarea anuală a veniturilor și cheltuielilor, audit
independent și reguli stricte de prevenire a conflictelor de interese.

6. Implementare: pași recomandați

3.

4.

5.

6.

Etapa 1 (0-3 luni): constituirea grupului de lucru; inventarierea tipologiilor de IA

utilizate/procurate; definirea termenilor (furnizor, deținător, utilizator/deployer) și a

metodologiei de evaluare a impactului asupra muncii.
Etapa 2 (3-6 luni): negocierea și semnarea Acordului general privind utilizarea și
impactul IA în sănătate (principii, obligații de consultare, evaluări de impact,
transparență, formare, schița Fondului).
Etapa 3 (6-12 luni): includerea prevederilor-cadru în CCM sectorial; elaborarea
proiectului de act normativ pentru instituirea contribuției și a Fondului (acolo unde este
necesar).
Etapa 4 (pilot 12-24 luni): implementare pilot în domenii cu adopție rapidă, cu evaluare
anuală.

7. Analiza riscurilor și „avocatul diavolului” (posibile obiecții și răspunsuri)

„Însănătate, IA va completa, nu va înlocui. De ce e nevoie de un Fond?”

Chiar dacă augmentarea este scenariul dominant, redistribuirea sarcinilor și automatizarea
unor activități (mai ales administrative) pot produce pierderi de venituri/rol și necesită

formare. Fondul finanțează tranziția și reduce conflictul, ceea ce poate accelera adoptarea
responsabilă.

„O contribuție/levy descurajează inovarea și crește costurile.”

Design-ul poate include praguri, cote mici și scutiri pentru proiecte pilot/lMM-uri, orientând

contribuția către soluții comercializate Ia scară. Alternativ, contribuția poate fi integrată în
condițiile de achiziție publică.
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„Este greu de măsurat cât din munca oamenilor a fost folosită Ia antrenare.”

Propunerea nu cere cuantificarea individuală a contribuției Ia training; folosește o logică de
sector; datele și munca din sistem alimentează ecosistemul IA, iar beneficiile trebuie
împărțite printr-un mecanism colectiv.

„Există riscuri juridice (fiscalitate, competiție, GDPR).”

De aceea se propune o etapă de design juridic în grupul de lucru, aliniată Ia cadrul UE și Ia
legislația națională; Fondul poate funcționa cu guvernanță care evită folosirea datelor
personale și se concentrează pe finanțare și tranziție profesională.

ANEXA 1. Matricea dovezilor (selecție)

Temă

Impact asupra forței de
muncă

Competențe

Dialog social

Cadru de digitalizare (social
partners)

Reglementare UE

Constatări relevante

IA poate produce disrupții
ale rolurilor și necesită
echilibru între inovare și
garanții pentru personal.

Crește cererea de
competențe digitale/lA în
ocupațiile din sănătate;
necesită formare.

Dialogul social poate orienta

IA către utilizări care
completează munca și
protejează condițiile de

muncă.
Precedent european de
acord-cadru

digitalizare
organizarea
implicare).

pentru

(competențe,
muncii,

Echitatea
datelor

Încredere
datelor

în

în

economia

partajarea

România - strategie IA

Al Act impune cerințe pentru
IA cu risc ridicat, inclusiv

supraveghere umană.
Data Act urmărește alocarea
echitabilă a valorii datelor
între stakeholderi.
DGA creează cadru de
încredere pentru partajarea
voluntară a datelor.

SN-IA 2024-2027
832/2024) include inițiative
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Valoarea datelor medicale

Ghiduri etice/guvernanță

Principii profesionale

ce utilizează date din

sănătate.

Cazul Royal Free - DeepMind
indică nevoia de guvernanță
și ghidaj pentru folosirea

datelor medicale în produse
IA.

WHO publică ghiduri pentru
etica și guvernanța IA în
sănătate, inclusiv pentru

modele generative.

Organizații

medicale
profesionale

formulează
principii și condiții pentru

implementarea în

[10,11]

[22,23]

[24]

[1 8,19]Modele de
(analogie)

compensație

sănătate.

Acorduri sindicale

consimțământ
cer
și

Riscuri de inechitate

compensație pentru replici

digitale/lA.

ILO arată că IA poate afecta
disproporționat ocupații

dominate femeide
sarcinilor(transformarea

administrative).

ANEXA 2. Exemple de demersuri similare (selecție)

Inițiative de tip „data dividend” (distribuirea valorii generate de date către cei care
contribuie Ia economie). [20]
Propuneri de taxe pe automatizare/robot tax ca instrument de finanțare a tranziției
lucrătorilor. [21]
Acorduri sindicale în industrii creative privind consimțământ, control și compensație
pentru utilizarea replicilor digitale/lA. [1 8,19]

Studii și baze de date privind clauze de negociere colectivă pe IA și management
algoritmic în Europa. [1 4]
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